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a b s t r a c t

Accurate semantic representation models are essential in text mining applications. For a successful
application of the textmining process, the text representation adoptedmust keep the interesting patterns
to be discovered. Although competitive results for automatic text classification may be achieved with
traditional bag of words, such representation model cannot provide satisfactory classification perfor-
mances on hard settings where richer text representations are required. In this paper, we present an
approach to represent document collections based on embedded representations of words and word
senses. We bring together the power of word sense disambiguation and the semantic richness of word-
and word-sense embedded vectors to construct embedded representations of document collections. Our
approach results in semantically enhanced and low-dimensional representations. We overcome the lack
of interpretability of embedded vectors, which is a drawback of this kind of representation, with the
use of word sense embedded vectors. Moreover, the experimental evaluation indicates that the use of
the proposed representations provides stable classifiers with strong quantitative results, especially in
semantically-complex classification scenarios.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Text mining techniques have become essential to support
knowledge discovery as the volume and diversity of digital text
documents have increased [1–3]. Text mining applications, as well
as text sources, are diverse. As examples of text mining appli-
cations, we can mention e-mail classification and spam filtering,
news and scientific articles organization, financial forecasting,
sentiment analysis and opinion mining [4–6]. These applications
can generally be modeled as text classification tasks. The objective
of text classification is to obtain a classification model that can
assign previously known class labels to unlabeled documents.

Text classification can be (i) binary, in which a document is
assigned to one of two complementary classes; (ii) multi-class,
in which a document is assigned to strictly one among several
classes; and (iii) multi-label, in which a document can be assigned
to zero, one, or more than one class [6,3]. Multi-class algorithms
are the most commonly used in research and real applications
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nowadays [7,3]. Besides, most multi-label approaches apply prob-
lem transformation methods in order to transform a multi-label
problem into a multi-class or multiple binary problems [8]. Since
transformation methods can affect the classification performance
and increase the computational complexity, regardless of the used
text representationmodel and learning algorithm, we focus on the
multi-class classification in this article.

Commonly, machine learning algorithms are used to construct
a general classification model based on previously labeled docu-
ments, i.e., training data. The classification model, also known as
classifier, can be used to predict the class label of new textual
documents. The performance of a classification model is directly
related to the quality of the training data and the quality of the rep-
resentation model [9,10,3], the latter being the focus of this paper.
For this, machine learning algorithms require that the documents
(unstructured data) are represented in a structured format, with
the structured representation of unstructured data maintaining
the patterns to be discovered by machine learning algorithms.
Thus, how to represent natural language texts in a format suitable
to text classification, e.g., by incorporating text semantics, is an
open challenge for the text mining research community.

Themost popular document representationmodel is the vector
space model, where each document is represented by a vector
whose dimensions correspond to features found in the underlying
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corpus. When features are single words, the text representation
is called bag-of-words (BOW). The bag-of-words representation is
based on independent words and does not express word relation-
ships, text syntax, or semantics. It is a simple document represen-
tation model that can be easily constructed and has been shown
to provide results which are hard to beat in several applications.
However, despite the good results achieved by bags ofwords, some
applications may require a semantically richer text representation
to allow the discovery of deeper patterns [2]. The semantic infor-
mation has an important impact on the document content and can
be crucial to differentiate documents which, despite the use of a
similar vocabulary, present different ideas about the same subject.

The use of richer text representations is the focus of several
studies in text mining [11]. Most studies concentrate on proposing
more elaborated features to represent documents in the vector
space model. Topic modeling techniques, such as probabilistic
latent semantic analysis (PLSA) and Latent Dirichlet Allocation
(LDA), can be used to obtain latent semantic features [12–14].
The resultant latent semantic space is a low-dimensional space, in
which alternative forms expressing the same concept are projected
to a common representation. It latently deals with text semantics
since it reduces the noise caused by synonymy and polysemy.
Beyond latent semantics, the use of concepts based on external
knowledge sources, like WordNet and Wikipedia [15–18], related
concepts obtained from social networks [19], and the application
of natural language processing methods, such as named entity
recognition, part-of-speech tagging, and semantic role labeling, are
other approaches to enrich the text representation [20–23].

On the other hand, the field of distributional semantics has
led to important advances in semantic representation of linguis-
tic items. Semantic representation techniques aim to model the
semantics of linguistic units in a machine-interpretable form.
The semantic representation of linguistic items is fundamental
to language understanding, especially the representation of word
senses [24], which are more precise than the representation of
plainwordforms.Word representations have the inability tomodel
polysemy and homonymy, as the different meanings of a word
(e.g. the financial and geographic meanings of bank) are conflated
into a single representation. Crucially, the individual modeling
of the different meanings of a word (i.e., word senses) should
result in amore accurate semantic representation of sentences and
documents [25].

Having the objective of improving text classification perfor-
mance through enriching text representations with semantics, we
propose two models to represent document collections based on
bothwords andword senses.We bring together the power of word
sense disambiguation tools and the availability of pre-trainedword
andword sensesmodels to construct embedded representations of
document collections. The proposed approach has potential to be
applied to documentswritten in several languages since it relies on
a multilingual knowledge base and pre-trained word embeddings.
Our representations are low-dimensional, which can speed up the
learning and the classification process, and they provide stable
classifiers with competitive classification performance. The exper-
imental evaluation indicates that the classification performance of
the proposed representations is superior, with statistically signifi-
cant differences to the traditional bag-of-words and to a semantic
representation based on Latent Dirichlet Allocation. In summary,
the main contributions of our work are the following:

1. Proposal of two straightforward document collection rep-
resentation models. Our knowledge-enhanced models take
advantage of semantic representations of words and word
senses in embedded spaces and have the potential to be
applied to several languages.

2. Analysis of the proposed knowledge-enhanced document
embeddings considering the position of represented docu-
ments in the semantic space. This analysis points out some
characteristics of represented content in different represen-
tation models.

3. Extensive experimental evaluation of the proposed repre-
sentations in text classification. We applied six machine
learning algorithms to five text collections, and two ofwhich
have three different classification schemes, with different
levels of semantic difficulty.

This paper is organized as follows. In Section 2, we present the
main related work on document representation based on latent
semantics. A brief description of the linguistic resources related to
this work is presented in Section 3. We present our approaches to
the semantic representation of document collections in Section 4,
including the analysis of our document embeddings considering
their semantic spaces. The experimental evaluation of the pro-
posed representations in the text classification task is presented
in Section 5 and the concluding remarks in Section 6.

2. Related work

Document representation is a major component in text mining
applications. Although semantics plays an important role in the
understanding of natural language, semantic relations (such as
synonymy, hypernymy, homonymy, and polysemy) are not taken
into consideration by traditional document representation mod-
els. In order to overcome the limitations of traditional methods
based on word frequencies, approaches based on the combination
of latent semantics and word embeddings appear as promising
alternatives.

Latent Dirichlet Allocation [14, LDA], a state-of-the-art topic
modelingmethod, have beenused to generate document collection
representations in a low-dimensional semantic space. LDA applies
a probabilistic model to find patterns of term co-occurrences that
correspond to semantic topics in a text collection [14,26]. The
topics identified by LDA can be seen as features and, consequently,
the topic distribution across the documents can be seen as the
text collection representation. Since the number of topics is usually
smaller than the number of words, the result is a low-dimensional
space, also called as semantic space, in which alternative forms
expressing the same concept are projected to a common represen-
tation. Thus, LDA reduces the noise caused by synonymy and poly-
semy and its semantic space has been used for building document
representations for text classification [27,2]. Lu et al. [12] evaluated
LDA as a text representation model in different text mining tasks,
comparing it to a bag-of-words and PLSA topicmodel space. For the
text classification task, the authors pointed out that the reduced
semantic space of LDA can bemore effective than the original high-
dimensional representation, specially when training data is small.
Other evaluations of the LDA semantic space, considering different
experimental configurations, also reported competitive results for
text classification [28,13].

Simultaneously, obtaining word vector representations from
text corpora has been widely studied for many years. Early models
were in the main based on the distributional hypothesis [29], which
claims thatwords occurring in the same contexts tend to have sim-
ilar meanings. Based on this underlying assumption, these models
rely on co-occurrence statistics taken from text corpora for creat-
ing high-dimensional word vectors [30]. A recurring issue of these
models in certain settings is precisely their high-dimensionality,
which is often associated with the size of the vocabulary. A so-
lution for reducing the dimensionality makes use of the Singu-
lar Value Decomposition (SVD) and is known as Latent Semantic
Analysis [31,32, LSA]. In this context, Random Indexing [33] was
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proposed as an alternative approach to word space models, with
the advantage of being a computational efficient and incremental
method that can be used with any type of context (documents or
words).

More recently, neural network methods which embed words
into low-dimensional vector spaces directly from text corpora
(i.e. word embeddings) have gained attention in distributional
semantics [34,35]. A highlight in word embeddings research is the
proposal of the Continuous Bag-of-Words and Skip-gram vector
learning models of Word2Vec [34]. The potential of word em-
beddings was certified in Baroni et al. [36], as word embeddings
(context-predicting vectors) and traditional models based on co-
occurrence counts (context-counting vectors) were compared in
different lexical semantics tasks, concluding that word embed-
dings are superior distributional semantic models. Many works
have built on these initial models of Word2Vec. For instance, Levy
and Goldberg [37] propose the use of dependency-based contexts
to build word embeddings which are more suitable to functional
similarity. Other works use annotations on input text, such as
supersenses [38] or word senses [39]. Camacho-Collados et al. [40]
present an approach, named NASARI, to build word sense vectors
in the same space of a pre-trained word embedding space. NASARI
embedded vectors cover millions of concepts and named entities
defined in the BabelNet sense inventory and, thus, it can be applied
to many different languages. Inspired by works on word vector
representations, Le andMikolov [41] propose an approach to learn
vectors for larger pieces of texts, named Paragraph Vector, which
shown to be competitive with state-of-the-art methods. Likewise,
Joulin et al. [42] proposed a text classification method based on
a linear combination of word embeddings (in particular fastText
word embeddings [43]) for efficient text classification. However,
the extraction of sentence anddocument embeddings for this latter
method is only possible in a supervisedway (i.e. specific annotated
training data has to be provided).

Motivated by the coverage and multilinguality of NASARI em-
bedded vectors, we propose two unsupervised representation
models which take advantage of semantic representations of
words and word senses in embedded spaces. In contrast to Para-
graph Vector, our approaches do not require huge amounts of data
to learn a representation model, since we can simply use pre-
trained vectors to obtain knowledge-enhanced document embed-
dings. The number of available documents for leaning the em-
bedding model can be critical, specially for small text collections;
and, on the other hand, there are high-quality pre-trained vectors
of words and word senses available. The difference between our
approaches and other models based on word embeddings is the
use of word sense disambiguation and NASARI embedded vectors,
what allows our approach to be applied to several languages at
the same time, without having to rely on language-specific vectors.
To the best of our knowledge, this is the first work that evaluates
traditional and knowledge-enhanced document collection repre-
sentation models with a wide variety of traditional and state-of-
the-art inductive classification algorithms and datasets comprising
different levels of semantic complexity and languages.

3. Linguistic resources

The following linguistic resources and algorithms were directly
used in the building and analysis of our document representation
models.

Word2Vec. Continuous Bag-of-Words and continuous Skip-gram
models are neural networks architectures, proposed by
Mikolov et al. [34] to learn continuous vector representa-
tions of words from very large datasets. An implementation

of these models was released under the name Word2Vec1,
which becomes an alias to the models themselves.
Word2Vec becomes very popular among distributional se-
mantics researches, and their effectiveness were verified in
different lexical semantics tasks [36]. In this article, we used
the published pre-trained word and phrase model, which
was trained on a corpus of about 100 billion words and
consists of 300-dimensional vectors for 3 million words and
phrases.

BabelNet. BabelNet2 [44] is a large-scale, multilingual encyclope-
dic dictionary and semantic network where synsets (main
meaning units) are connected via semantic relations. Each
synset in BabelNet is associated with a synonym set, which
are the senses of the given concept and can be expressed
in various languages. BabelNet 3.0, which is the version
we used in our experiments, contains 13 million synsets,
380million semantic relations, and 271 languages. BabelNet
consists of the seamless integration of various heteroge-
neous resources such as WordNet [45], Wikipedia, Wiki-
data [46],Wiktionary and other lexical resources. For the En-
glish language, BabelNet contains over four million synsets
with at least one Wikipedia page associated and 117,653
synsets with one WordNet synset associated, from which
99,705 synsets are composed of both a Wikipedia page and
a WordNet synset.

Babelfy. Babelfy3 [47] is a word sense disambiguation and entity
linking system which is based on a densest-subgraph al-
gorithm to select high-coherence semantic interpretations
of the input text. Babelfy, whose underlying sense inven-
tory is BabelNet, does not make use of sense-annotated
data, which enables its application in arbitrary languages. In
fact, instead of training or disambiguating individual words
within the text, Babelfy exploits BabelNet’s semantic net-
work to connect all the content words in its sense inven-
tory. It specifically makes use of random walks with restart
as technique. Babelfy reports state-of-the-art performance
in multiple word sense disambiguation and entity linking
standard datasets on various languages.

NASARI. NASARI4 [40] provides vector representations for synsets
in BabelNet. In its embedded version, NASARI leverages
structural properties from BabelNet, encyclopedic knowl-
edge from Wikipedia and word embeddings trained on text
corpora. The word embeddings used for the NASARI vec-
tors considered in this work are the 300-dimensional pre-
trained vectors of Word2Vec [34] trained on the Google
News corpus. These word embeddings and NASARI vectors
share the same semantic vector space, a property that is
exploited in this work. NASARI has been proved to be ef-
fective in various lexical semantics and natural processing
language tasks, being semantic similarity the application
more relevant to this work.

4. Document collection representation based on embedded
vectors

In this article, we explore the use of embedding models of
words and word senses to construct document collection rep-
resentations. In particular, we propose two document collection

1 https://code.google.com/archive/p/word2vec/.
2 http://babelnet.org.
3 http://babelfy.org.
4 http://lcl.uniroma1.it/nasari/.

https://code.google.com/archive/p/word2vec/
http://babelnet.org
http://babelfy.org
http://lcl.uniroma1.it/nasari/
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representation models. The first model, named Babel2Vec, is based
on Word2Vec vectors. The second one, named NASARI+Babel2Vec,
is constructed based on NASARI embedded vectors andWord2Vec.
NASARI embedded representation of word senses and Word2Vec
word embeddings are used in conjunction in order to take advan-
tage of both sources of knowledge. NASARI embedded vectors have
the advantage of representing word senses (concepts and named
entities), linked to BabelNet synsets. Thus, given the knowledge
extracted from BabelNet, the NASARI embedded representation
is semantically richer than Word2Vec representation, which are
learned on the basis of text corpora only. However, NASARI has
vector representations only for BabelNet synsets whose part-of-
speech tag is a noun, therefore semantic information of verbs
and adjectives, for instance, could not be represented by NASARI
embedded vectors. This limitation can be overcome by joining it
to Word2Vec word embeddings, what can be done since NASARI
embedded vectors and the pre-trained word and phrase vectors
fromWord2Vec share the same semantic space.

The use of pre-trained embedded vectors has twomain positive
effects on document collection representation: (i) fixed dimen-
sionality, as documents are represented by a low-dimensional
vector in the embedded space; and (ii) incorporation of external
knowledge, as patterns discovered from the huge corpora used to
train the embedded vectors of words and word senses are blended
with patterns of the document collection itself. Besides, the use
of NASARI embedded vectors provides enhanced interpretability
for the embedded document vectors. In the next subsections, we
describe the construction process of the proposed document col-
lection representations (Section 4.1) and analyze them considering
the respective embedding spaces (Section 4.2).

4.1. Construction of the document collection representation

The process of building both representations starts with a
disambiguation step. In our experimental evaluation, we disam-
biguated each document using Babelfy. For a given document, Ba-
belfy returns the disambiguated synsets for its words and phrases.
This is an important step since it reveals the concepts and named
entities that are represented by the document’s wordforms.

During the disambiguation step, whenmulti-token expressions
(n-grams) are identified as a single concept, more than one synset
can be returned for each single word of the expression. Most of the
times, the more specific synset is the one of interest. Thus, the set
of synsets is processed in order to maintain only the most specific
synset for n-gram cases. For instance, in what follows the BabelNet
synsets identified in the example sentence ‘‘The Toshiba Net book
operates very well’’.5 are listed together with their definitions:

• Toshiba: ‘‘Toshiba is a Japanese multinational conglomerate
corporation headquartered in Tokyo, Japan’’.
• Net: ‘‘A computer network consisting of a worldwide network

of computer networks that use the TCP/IP network protocols to
facilitate data transmission and exchange’’.
• Net book: ‘‘Netbooks was a category of small, lightweight,

legacy-free, and inexpensive computers that were introduced in
2007’’.
• book: ‘‘A written work or composition that has been published

(printed on pages bound together)’’.
• operates: ‘‘Perform as expected when applied’’.
• very well: ‘‘Quite well’’.

5 Sentence extracted fromadocument of SemEval-2015Aspect Based Sentiment
Analysis task [48] document collection.

In this example three BabelNet synsets are returned for the
words ‘‘Net’’ and ‘‘book’’: the synsets for the two individual words
and the synset for the multi-token expression ‘‘Net book’’. When
multi-token expressions are identified, the most specific synset,
identified by the longest expression, is selected to be in the dis-
ambiguated document.

The set of disambiguated documents is used to build the pro-
posed semantic representations, based on embeddings of words
and/or word senses. Algorithm 1 presents the construction of
NASARI+Babel2Vec document collection representation. Given the
word senses (BabelNet synsets) of each document d′, the NASARI
embedded vector6 of each synset is retrieved (line 7). If there is
not a NASARI embedded representation for the synset, aWord2Vec
vector is retrieved (lines 10–15). However, sinceWord2Vec vectors
represent words and not synsets, a target lexicalization (word that
represent the synset) must be defined. The target lexicalization
is defined as a selected lexicalization in BabelNet.7 In our case
we selected as the target lexicalization the respective document’s
fragment or the main lexicalization as provided by BabelNet. After
processing all the synsets of d′, the document is represented by
the centroid of those vectors (line 17). Then, the text collection is
represented by a matrix whose rows are the document vectors in
a low-dimensional space. The dimensionality is determined by the
pre-trained NASARI and Word2Vec vectors, which in our case are
300-dimensional vectors.

The other text collection representation, Babel2Vec, is based
on Word2Vec word embeddings only. The construction algorithm
of this representation is very similar to Algorithm 1, with the
exclusion of the processing of NASARI embedded vectors (lines 6–
9). As the words represented in Word2Vec are not disambiguated,
we get the target lexicalization of the synset (line 11) in order
to retrieve the respective Word2Vec vector (line 12). The target
lexicalization was set as the word or expression used in the docu-
ment itself (for documentswritten in English) and themain English
lexicalization of the synset for documents written in languages
other than English. This is an advantage of using Babelfy, which
is a multilingual disambiguation approach integrated to BabelNet,
in the disambiguation step. Therefore, it enables the use of English
models to construct the representation of documents written in
any of the 271 languages currently supported by BabelNet. In
the experimental evaluation presented in this paper, we used the
English pre-trained models of both NASARI embedded vectors and
Word2Vec.

4.2. Analysis of the proposed document collection representations

Considering the interpretability of the representations, i.e., how
one could have an idea of the document’s content when analyzing
its structured representation, bag-of-words has an advantage over
the embeddings. While features of the traditional bag-of-words
representation are normalized words, dimensions of embedded
representations are not interpretable. In spite of that, thanks to
the disambiguation step and to NASARI embedded vectors, the
proposed NASARI+Babel2Vec representation has an enhanced in-
terpretability through its embedded space. We present this prop-
erty throughout this section by analyzing a document’s nearest

6 In the experimental evaluation, it was used a subset of NASARI embedded
vectors containing only concepts related to Wikipedia pages with at least five
backlinks from other Wikipedia pages. According to previous analysis, the use of
this subset results in very similar document representations when compared to the
whole set of NASARI embedded vectors.
7 BabelNet provides several lexicalizations for a single synset, which correspond

to different ways to express the same concept (i.e. synonym words). For example,
the city New Yorkmay be expressed as New York, New York City or Big Apple, among
others.
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Algorithm 1: Construction of NASARI+Babel2Vec document
collection representation

Input : D′, set of disambiguated documents of text
collection D
E, set of NASARI embedded vectors
G, set of Word2Vec vectors

Output: A matrix MN×F representing the text collection D,
where N is the number of documents in D and F is
the dimensionality of vectors in E and G

1 M ← empty matrix;
2 foreach document d′ ∈ D′ do
3 ⃗doc ← empty vector;
4 n← 0;
5 foreach synset s ∈ d′ do
6 if s ∈ E then
7 v⃗← vector of synset s in E;
8 ⃗doc ← ⃗doc + v⃗;
9 n← n+ 1;

10 else if s ∈ G then
11 frag ← target lexicalization of synset s;
12 v⃗← vector of frag in G;
13 ⃗doc ← ⃗doc + v⃗;
14 n← n+ 1;
15 end
16 end
17 ⃗doc ← ⃗doc

n ;
18 append ⃗doc to M;
19 end
20 returnM

neighbors, which in case ofNASARI+Babel2Vec are word senses and
providemore information of document’smeaning than just words.

On the other side, an advantage of the proposed embedded
representations over bag-of-words is their low dimensionality, in-
herited from the word and word senses vectors. The fixed number
of dimensions of the embeddings is usually lower than the number
of dimensions of a bag-of-words. For document collections, the
low-dimensional representation can speed up the learning process
and the classification process, mainly for probabilistic-algorithms,
decision tree-based algorithms, and proximity-based algorithms
when the representation model uses a matrix as data structure.
Another important property of the proposed representations is
that they incorporate external knowledge without the need of
additional training. Pre-trained word and word sense embeddings
are built upon the knowledge of huge corpora. In our approach, this
knowledge is effortlessly transmitted to the document collection
representations and, thus, can enhance patterns hidden in docu-
ment contents.

In order to analyze the quality of the proposed document repre-
sentations and their ability to represent document content, we an-
alyzed the representations of a sample of documents, considering
their nearest vectors in the embedding spaces. The similarities be-
tween vectorswere calculated using the cosine similaritymeasure.
Three representation schemes were analyzed: the two proposed
representation models (NASARI+Babel2Vec and Babel2Vec) and a
variation of NASARI+Babel2Vec based only on NASARI embedded
vectors (which we call NASARI2DocVec). The construction process
ofNASARI2DocVec is similar to Algorithm1,with the only exclusion
of the processing of Word2Vec vectors as a back-off strategy (lines
10–15). For each of these three schemes, we also analyzed the
impact of most common senses (MCS) returned by Babelfy, which
correspond to the most usual sense given a word according to

BabelNet (e.g., the most common sense of the word Obama is the
former president ofUnited States andnot a city in Japan also named
Obama.). The MCS is returned when the disambiguation score is
below a pre-defined threshold, which was 0.6 throughout all our
experiments.

The analysis of nearest concepts of a sample of documents (both
for English and Portuguese documents) shows that the neighbors
are, at some level, related to the main topic of the document in
most of the cases. In the following, we present the analysis of two
documents of two different sizes (Doc A and Doc B), which were
randomly extracted from SemEval-2015 Aspect Based Sentiment
Analysis text collection [48].

Doc A: ‘‘The Toshiba Net book operates very well. The only objection
I have is that after you buy it the windows 7 system is a starter and
charges for the upgrade.’’

Doc B: ‘‘I’ve had my Macbook Pro since August 2009. Prior to this
computer, I owned a PowerBook G4 for 6 years (quite a long time
for a laptop). That was my first Apple product and since then I have
been incredibly happy with every product of theirs I have bought. My
MacBook Pro is no exception. On my PowerBook G4 I would never
use the trackpad I would use an external mouse because I didn’t
like the trackpad. Since I’ve had this computer I’ve only used the
trackpad because it is so nice and smooth. I also like that you can scroll
down in a window using two fingers on the trackpad. The display is
incredibly bright, much brighter than my PowerBook and very crisp.
The computer runs very fast with no problems and the iLife software
that comes with it (iPhoto, iMovie, iWeb, iTunes, GarageBand) is all
very helpful as well. I also purchased iWork to go with it which
has programs for word processing, spreadsheets, and presentations
(similar to Microsoft Office). I like those programs better than Office
and you can save your files to be completely compatible with the Office
programs as well. I would recommend this laptop to anyone looking
to get a new laptop who is willing to spend a little more money to get
great quality!’’

Table 1 presents the synsets identified by Babelfy for the Doc A.
The first 8 synsets are very related to the document content and
the last two synsets are not related. The correct synset for ‘‘buy
it’’ would be purchase: Obtain by purchase; acquire by means of a fi-
nancial transaction (bn:00084331v); and for ‘‘charge’’ would be bill:
Demand payment (bn:00083486v). These synsets were returned as
MCS, i.e., the disambiguation score for the fragments were low.
We can see that, for Doc A, two of the four MCS are the correct
disambiguated concepts for the document and the other two are
not.

In order to check the impact of MCS in document representa-
tions, we analyze the representation schemes with and without
MCS. Tables 2 and 3 present the 5-nearest words or word senses of
Doc A and Doc B, respectively. The analysis of each representation
scheme were performed considering the same space used to build
the representation. For NASARI2DocVec document representation,
the space of a subset of NASARI embedded vectors, which contains
only concepts related to Wikipedia pages with at least five back-
links in Wikipedia, was considered. For the Babel2Vec document
representation, the corresponding vector space of the Word2Vec
pre-trained embeddings is used. Finally, the space resulting from
the union of the previous two spaceswas considered in the analysis
of the NASARI+Babel2Vec document representation.

Doc A refers to some characteristics of a Toshiba netbook. The
nearest word senses (Table 2) are related to computers, which is
the topic of the document. Besides, even the concept ‘‘Vendor lock-
in’’ is close to the document meaning as it is sort of related to
the objection of the author of Doc A about the operating system.
The document representations generalize document content since
concepts mentioned in the text, like ‘‘netbook’’ and ‘‘Windows 7’’
are not among the 5-nearest word senses of the document. Only
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Table 1
Disambiguated fragments of Doc A. Synsets with score 0 are the MCS of the fragment.

Fragment BabelNet Synset Score

1 Toshiba Toshiba: Toshiba is a Japanese multinational conglomerate corporation headquartered in Tokyo, Japan (bn:03423971n). 1
2 Net book netbook: Netbooks was a category of small, lightweight, legacy-free, and inexpensive computers that were introduced in 2007 (bn:03754555n). 1
3 operates function: Perform as expected when applied (bn:00088629v). 1
4 windows 7 Windows 7: Windows 7 is a personal computer operating system developed by Microsoft (bn:02615501n). 1
5 upgrade upgrade: Software that provides better performance than an earlier version did (bn:00079241n). 0.68
6 system system: A system is a set of interacting or interdependent components forming an integrated whole (bn:15125301n). 0.63
7 very well first-rate: Quite well (bn:00115380r). 0
8 objection objection: The act of expressing earnest opposition or protest (bn:00032373n). 0
9 buy it buy it: Be killed or die (bn:00084340v). 0

10 charges charge: An impetuous rush toward someone or something (bn:00017789n). 0

Table 2
5-nearest word senses or words of Doc A representations.
Sim. Word Sense / Word

NASARI2DocVec — with MCS

0.94 System program: A program (as an operating system or compiler or utility program) that controls some aspect of
the operation of a computer.

0.94 Pre-installed software: Pre-installed software is the software already installed and licensed on a computer or
smartphone bought from an original equipment manufacturer.

0.94 Plug and play: In computing, a plug and play device or computer bus, is one with a specification that facilitates the
discovery of a hardware component in a system without the need for physical device configuration or user
intervention in resolving resource conflicts.

0.94 microcomputer: A small digital computer based on a microprocessor and designed to be used by one person at a
time.

0.94 Vendor lock-in: In economics, vendor lock-in, also known as proprietary lock-in or customer lock-in, makes a
customer dependent on a vendor for products and services, unable to use another vendor without substantial
switching costs.

NASARI2DocVec — without MCS

The same as NASARI2DocVec document representation — with MCS.

NASARI+Babel2Vec — with MCS

0.77 Burroughs MCP: The MCP is the proprietary operating system of the Burroughs small, medium and large systems,
including the Unisys Clearpath/MCP systems.

0.77 XTS-400: The XTS-400 is a multi-level secure computer operating system.
0.76 RSTS/E: RSTS is a multi-user time-sharing operating system, developed by Digital Equipment Corporation, for the

PDP-11 series of 16-bit minicomputers.
0.76 UNIVAC EXEC 8: EXEC 8 was UNIVAC’s operating system developed for the UNIVAC 1108 in 1964.
0.76 System requirements: To be used efficiently, all computer software needs certain hardware components or other

software resources to be present on a computer.

NASARI+Babel2Vec — without MCS

0.88 NOS (software): NOS was an operating system with time-sharing capabilities, written by Control Data Corporation
in the 1970s.

0.87 CDC Kronos: Kronos is an operating system with time-sharing capabilities, written by Control Data Corporation in
the 1970s.

0.87 History of operating systems: Computer operating systems provide a set of functions needed and used by most
application programs on a computer, and the linkages needed to control and synchronize computer hardware.

0.87 Resident monitor: A resident monitor was a piece of system software in many early computers from the 1950s to
1970s.

0.87 CDC SCOPE: SCOPE, an acronym for Supervisory Control Of Program Execution, was the name used by the Control
Data Corporation for a number of operating system projects in the 1960s.

Sim. Word Sim. Word

Babel2Vec — with MCS Babel2Vec — without MCS

0.54 upgrade 0.62 upgrade
0.52 operates 0.59 operates
0.51 NEC_Renesas 0.58 Toshiba
0.51 resells_Dish 0.57 system
0.51 mark_LabWindows 0.55 systems

the word ‘‘Toshiba’’ is among the 5-nearest words of Babel2Vec
representation of Doc A. However, it is not so similar according to
cosine measure (0.58).

The usage of Word2Vec in conjunction with NASARI embed-
ded vectors impacts the position of the document in the space
of embedded vectors. The examples indicate that the 5-nearest
word senses of NASARI2DocVec representation tend to be more
generic than the neighbors of NASARI+Babel2Vec (representation
that includes Word2Vec vectors).

For Doc A, the majority of the nearest word or word senses of
NASARI+Babel2Vec are operating systems or are related to operat-
ing systems. That is quite related to the document content since
the operating system Windows 7 is a concern of the author of
Doc A. Although Windows 7 is not among the 5-nearest concepts
of Doc A NASARI+Babel2Vec, it is close. The similarity of Doc A
NASARI+Babel2Vec representation to theWindows 7 synset is 0.78.

Doc B refers to some characteristics of Macbook Pro and com-
pares some of its aspects to PowerBook aspects. NASARI2DocVec
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Table 3
5-nearest word senses or words of Doc B representations.
Sim. Word Sense / Word

NASARI2DocVec — with MCS

0.94 Apple II series: The Apple II series is a set of home computers, one of the first highly successful mass-produced
microcomputer products, designed primarily by Steve Wozniak, manufactured by Apple Computer and introduced in
1977 with the original Apple II.

0.94 Xerox Alto: The Xerox Alto was one of the first personal computers, a general purpose computer designed for
individual use.

0.93 Apple IIGS: The Apple IIGS is the fifth and most powerful model in the Apple II series of personal computers produced
by Apple Computer.

0.93 Desktop metaphor: In computing, the desktop metaphor is an interface metaphor which is a set of unifying concepts
used by graphical user interfaces to help users more easily interact with the computer.

0.93 Apple Desktop Bus: Apple Desktop Bus is a bit-serial computer bus connecting low-speed devices to computers.

NASARI2DocVec — without MCS

0.95 Xerox Alto: The Xerox Alto was one of the first personal computers, a general purpose computer designed for
individual use.

0.95 Apple II series: The Apple II series is a set of home computers, one of the first highly successful mass-produced
microcomputer products, designed primarily by Steve Wozniak, manufactured by Apple Computer and introduced in
1977 with the original Apple I.

0.95 Apple Desktop Bus: Apple Desktop Bus is a bit-serial computer bus connecting low-speed devices to computers.
0.94 Apple IIGS: The Apple IIGS is the fifth and most powerful model in the Apple II series of personal computers produced

by Apple Computer.
0.94 PowerBook: The PowerBook is a line of Macintosh laptop computers that was designed, manufactured and sold by

Apple Computer, Inc. from 1991 to 2006.

NASARI+Babel2Vec — with MCS

0.87 Desktop metaphor: In computing, the desktop metaphor is an interface metaphor which is a set of unifying concepts
used by graphical user interfaces to help users more easily interact with the computer.

0.85 Numbers (spreadsheet): Numbers is a spreadsheet application developed by Apple Inc. as part of the iWork
productivity suite alongside Keynote and Pages.

0.85 GarageBand: GarageBand is a software application for OS X and iOS that allows users to create music or podcasts.
0.85 Keyboard shortcut: In computing, a keyboard shortcut is a series of one or several keys that invoke a software or

operating system operation when triggered by the user.
0.85 Cut, copy, and paste: In human–computer interaction, cut and paste and copy and paste are related commands that

offer a user-interface interaction technique for transferring text, data, files or objects from a source to a destination.

NASARI+Babel2Vec — without MCS

0.89 Pages (word processor): Pages is a word processor and a page layout application developed by Apple Inc.
0.89 Numbers (spreadsheet): Numbers is a spreadsheet application developed by Apple Inc. as part of the iWork

productivity suite alongside Keynote and Pages.
0.89 Desktop metaphor: In computing, the desktop metaphor is an interface metaphor which is a set of unifying concepts

used by graphical user interfaces to help users more easily interact with the computer.
0.89 GarageBand: GarageBand is a software application for OS X and iOS that allows users to create music or podcasts.
0.89 MobileMe: MobileMe was a subscription-based collection of online services and software offered by Apple Inc.

Sim. Word Sim. Word

Babel2Vec — with MCS Babel2Vec — without MCS

0.74 1Gig_DIMM 0.75 Macbook
0.73 MacBook_trackpad 0.75 MacBook_Pro
0.73 Apple_iLife_suite 0.74 MacBook
0.72 G5_Quad 0.74 PowerBook
0.72 Macbook 0.74 Macbook_Pro

representation of this document is similar to Apple-related con-
cepts (Table 3). This representation without MCS is similar to The
PowerBook synset, an entity mentioned in the document. This
entity is not among the 5-nearest concepts of NASARI2DocVec with
MCS representation, but their similarity is 0.92, thus they are
still close. NASARI+Babel2Vec representation of Doc B is close to
more specific concepts, which are, explicitly or implicitly, men-
tioned in the document: GarageBand, Numbers and Pages, which
are part of iWorks. The concept Pages, the nearest concept of
NASARI+Babel2Vec without MCS, is not among the 5-nearest
synsets of this representation with MCS. However, it is the 6th
nearest synset, with a similarity of 0.85. Babel2Vec representation
of Doc B is similar to entities mentioned in the document. The rep-
resentation without MCS is more similar to the products MacBook
and PowerBook, whereas the representation with MCS is more
similar the product features, as trackpad and iLife Suite.

With regard to the use of MCS when representing documents
we noted that document representations with and without MCS

Table 4
Cosine similarity between document representations with and without MCS.
Representation Doc A Doc B

NASARI2DocVec 1.00 0.99
NASARI+Babel2Vec 0.87 0.98
Babel2Vec 0.85 0.98

are very similar. For instance, Doc A’s NASARI2DocVec representa-
tions have the same 5-nearest word senses and are almost iden-
tical. In the case of Doc B, relevant concepts that are among the
5-nearest word senses of NASARI2DocVec and NASARI+Babel2Vec
representationswithoutMCS are also near to the same representa-
tion with MCS. Table 4 presents the cosine similarity between the
document representations built with and without MCS, for both
documents (Doc A and Doc B).

As previously discussed, the use of MCS can bring some noise
to the representation, since the MCS may not be the correct synset
for the document. This is the case of ‘‘buy it’’ and ‘‘charge’’ returned
to Doc A (Table 1). On the other hand, the discarding of MCS limits
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the number of identified synsets and can potentially damage the
construction of the document representation, especially for short
documents. For example, for the dataset of 815 documents used in
the experimental evaluation presented in Section 5, the discarding
of MCS leads to 15 documents without representation, since no
synsetwas retrieved for these documents. Besides, part of the noise
brought byMCS can be filtered using a subset of NASARI embedded
vectors containing only concepts related to Wikipedia pages with
at least five backlinks in Wikipedia. For instance, only one of MCS
was represented in this subset of NASARI vectors in Doc A.

Another factor that may limit the construction of the represen-
tations is the quality of the texts. User-generated content, such
as social media posts and e-mail messages, may be written in
an informal language and contain out-of-vocabulary words and
other grammatical issues. Text quality may have an impact on
word sense disambiguation and out-of-vocabulary words may not
be present on word embedding vectors, what may prevent the
construction of embedded document representations.

A similar issue may damage the construction of NASARI2DocVec
representation. As there are only NASARI embedded vectors for
nouns, NASARI2DocVec representation may not be generated for
some documents. This is the case of short opinion documents,
which may contain only adjectives, such as ‘‘good’’, ‘‘clean and
comfortable’’ and ‘‘terrible’’. In the case of the dataset of 815 docu-
ments used in the experimental evaluation, 6 documents could not
be represented using NASARI2DocVec representation model.

Therefore, considering that (i) discarding of MCS limits the
ability of representing short documents; (ii) the use of a sub-
set of NASARI vectors can filter part of noisy synsets; and (iii)
NASARI2DocVec representation model is limited to nouns; we car-
ried out our experimental evaluation with NASARI+Babel2Vec and
Babel2Vec representations with MCS synsets.

5. Experimental evaluation

The proposed representations, NASARI+Babel2Vec and
Babel2Vec, were evaluated in text classification scenarios. In this
section, we present the datasets used in the experimental eval-
uation, the experimental setup and a discussion of the results.
Details of the experimental evaluation, including all the datasets
and the results of every tested configuration, are available at http:
//sites.labic.icmc.usp.br/rsinoara/doc-embeddings.

5.1. Text collections

The experimental evaluation was conducted with five text
collections: Computer Science Technical Reports (CSTR), Ohsumed-
400, BBC, SemEval-2015 Aspect Based Sentiment Analysis (SE-
ABSA15) and BEST sports — Top 4 (BS-Top4), briefly described in
the following. Each dataset can be seen as an independent gold
standard, related to a specific classification objective.8

CSTR. CSTR (Computer Science Technical Reports) collection is
composed of 299 abstracts and technical reports published
in the Department of Computer Science at University of
Rochester from 1991 to 2007 [49]. The documents belong to
4 areas: Systems, Theory, Robotics andArtificial Intelligence.

Ohsumed-400. Ohsumed-400 collection is derived from
OHSUMED [50,51]. It is composed of medical abstracts from
MEDLINE, an online medical information database, catego-
rized according to 23 cardiovascular diseases. We used the
version composed of 400 documents from each category.

8 SE-ABSA15 and BS-Top4 were used by Sinoara et al. [20] and each of them
has three classification schemes (sets of class labels), which we treat as different
datasets. These datasets illustrate real application scenarios, in which different
users or situations require different organizations (or classifications) for the same
text collection.

BBC. BBC dataset9 is a collection of 2225 labeled documents from
the BBC news website [52]. The documents are organized
into five classes: Business, Entertainment, Politics, Sport and
Tech.

SE-ABSA15. SE-ABSA15 is a collection composed of reviews of
Restaurants, Laptops and Hotels, created for the SemEval-
2015 Aspect Based Sentiment Analysis task [48]. This is a
high-quality sentiment analysis dataset since it was cre-
ated following a controlled and well-defined process. The
annotations assign review polarities (positive, neutral or
negative) to each entity aspect evaluated on the reviews. The
same 815 reviews used in [20] were used in this experimen-
tal evaluation. Three sub-datasets were leveraged in this
collection: (i) SE-product: categorization by product type
(Restaurant, Laptop or Hotel); (ii) SE-polarity: categorization
by review polarity (positive, negative or neutral), which
was determined by the most frequent polarity among the
evaluations of product aspects; and (iii) SE-product-polarity:
categorization by both product and review polarity.

BS-Top4. BS-Top4 [53] is a collection of sports news written in
Portuguese, extracted from BEST sports website [54]. This
collection has 283 documents from four different sports:
Formula 1, MotoGP, Soccer and Tennis. Besides the web-
site classification by sports, the documents are also labeled
considering the performance of Brazilian athletes (‘‘Brazilian
won’’, ‘‘Brazilian did not win’’, ‘‘No Brazilian cited’’ or ‘‘Not de-
fined’’10). Thus, the three datasets for BS-Top4, representing
its three possible categorizations, are: (i) BS-topic: catego-
rization by sport; (ii) BS-semantic: categorization by per-
formance of Brazilian athletes; and (iii) BS-topic-semantic:
categorization by both sport and athletes’ performance.

Table 5 presents a description and statistics of the text collec-
tions and the nine datasets used in this experimental evaluation.
The datasets vary in terms of language, number of documents
and number of classes. Along with the English text collections, a
Portuguese collectionwas included in this experimental evaluation
and is used as a proof of concept of the multilingual aspect of our
proposals.

The datasets present distinct levels of semantic difficulty. Re-
garding the difficulty of textmining applications, Sinoara et al. [55]
discuss two different levels of semantic difficulty (or semantic
complexity). According to the authors, the first level of semantic
difficulty is related to document organization problems that de-
pend mainly on the vocabulary. In this problem, each group of
documents has its common terms, and documents can be differen-
tiatedmainly by the vocabulary. The second level is related to prob-
lems that require more than the vocabulary. Although the authors
investigate the levels of semantic complexity in text clustering
scenarios, the same discussion can also be applied to multi-class
text classification scenarios. The datasets of BS-Top4 collection
were investigated in [55], and the authors show that BS-topic is
in the first level of semantic complexity and BS-semantic and BS-
topic-semantic are in the second level. Based on the nature of the
class labels (i.e., the classification objective) of the other datasets
used in this work, we can say that CSTR, Ohsumed-400, BBC and SE-
product are in the first level. Their objective, aswell as the objective
of BS-topic, is a classification by topic.

The other datasets (SE-polarity and SE-product-polarity) do not
only deal with topic classification (as they depend on what is
positive, neutral and negative), so they are included in the second

9 http://mlg.ucd.ie/datasets/bbc.html.
10 The label ‘‘Not defined’’ refers to documents that do not report the results of a
competition or report both Brazilian victory and defeat.

http://sites.labic.icmc.usp.br/rsinoara/doc-embeddings
http://sites.labic.icmc.usp.br/rsinoara/doc-embeddings
http://sites.labic.icmc.usp.br/rsinoara/doc-embeddings
http://mlg.ucd.ie/datasets/bbc.html
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Table 5
Text collections and datasets description.
Text collection Language Domain / Text type #docs #Words #Synsets

min. max. mean min. max. mean

CSTR English Technical reports 299 21 432 168.05 8 204 80.31
Ohsumed-400 English Medical abstracts 9200 24 578 168.42 11 259 78.25
BBC English News 2225 89 4432 384.04 34 1715 165.46
SE-ABSA15 English Reviews 815 4 572 75.61 2 211 28.81
BS-Top4 Portuguese News 283 64 457 192.20 28 198 79.01

Text collection Dataset #classes Majority class Minority class Semantic difficulty level

CSTR CSTR 4 42.81% 8.36% 1st
Ohsumed-400 Ohsumed-400 23 4.35% 4.35% 1st
BBC BBC 5 22.97% 17.35% 1st
SE-ABSA15 SE-product 3 66.75% 3.68% 1st

SE-polarity 3 53.74% 3.44% 2nd
SE-product-polarity 9 32.88% 0.12% 2nd

BS-Top4 BS-topic 4 32.16% 21.20% 1st
BS-semantic 4 32.86% 13.07% 2nd
BS-topic-semantic 15a 10.25% 1.77% 2nd

aThe possible class label ‘‘Formula 1-No Brazilian cited’’ does not have any document, therefore, BS-topic-semantic has only 15 classes (and not 16).

level of semantic difficulty. In the problem of sentiment classi-
fication, sentiment words11 are important in the identification
of the sentiment expressed in the documents. However, we may
consider sentiment classification as an especial case of problems
of the second level of semantic difficulty. Although sentiment
words are important, they are not enough to solve the problem
of sentiment classification [5], what may increase its semantic
difficult. As an example, negationwordsmay change the polarity of
sentiment words, as in the sentence ‘‘The food was not very tasty,
but the servicewas as excellent as I expected’’. In this sentence, the
positive polarity of ‘‘tasty’’ is changed to negative by the negation
word ‘‘not’’. However, there are also cases where a negation word
does not change the polarity of sentiment words, as in ‘‘Not only
the food was very tasty, but also the service was as excellent as
I expected’’. Among the challenges of sentiment classification, we
canmention: (i) Sentencesmay contain sentiment shifters, such as
negation words, which must be handled; (ii) the same sentiment
word can have different polarities (positive or negative) according
to the context or application domain; (iii) sentences containing
sentiment words may not express sentiments; (iv) the text may
express sarcasm; and (v) sentences without sentiment words may
contain implicit opinions.

5.2. Experimental setup and evaluation criteria

The representation models were tested in the automatic text
classification task.12 We applied six traditional and state-of-the-
art inductive classification algorithms. Four algorithms are taken
from the Weka library [57]: Naive Bayes (NB), J48 (implementa-
tion of C4.5 algorithm), Sequential Minimal Optimization (SMO,
which is an algorithm for solving optimization problemsduring the
training of SVMs), and IBk (implementation of the k-NNalgorithm).
The remaining two algorithms are two versions of the IMBHN
(Inductive Model based on Bipartite Heterogeneous Networks),
which present state-of-the-art classification performance in sev-
eral settings: IMBHNC [58] and IMBHNR [56]. Although these two
algorithms are based on networks, the bipartite network is a direct
mapping from vector space model representations.

J48 was applied using confidence factors of 0.15, 0.20, 0.25.
For SMO, we considered three types of kernel: linear, polynomial

11 Sentiment words are words that are commonly used to express positive or
negative sentiment, such as ‘‘good’’, ‘‘terrible’’ and ‘‘awesome’’. Sentiment words
usually are adjectives or adverbs.
12 The classification experiments were conducted using the text categorization
tool developed by Rossi et al. [56].

(exponent = 2) and radial basis function (gamma = 0.01). The
C values considered for each type of kernel were 0, 10−5, 10−4,
10−3, 10−2, 10−1, 100, 101, 102, 103, 104, 105. We used IBk with-
out and with a weighted vote scheme, which gives for each of
the nearest neighbors a weight vote equal to 1/(1s), where s is
a similarity measure between neighbors. The values of k were
1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 25, 35, 45, 55. We used both Eu-
clidean and cosine distances as proximity measure. For IMBHNC

and IMBHNR, we used the error correction rates of 0.01, 0.05, 0.1,
0.5. We defined a maximum number of iterations of 1000 and we
used theminimummean squared error of 0.01 as stopping criteria.

We selected three different comparison representationmodels:
bag-of-words (BOW), latent Dirichlet allocation (LDA) and a vanilla
Word2Vec. BOW was selected as the baseline since it is a tradi-
tional text representation model, usually applied in text mining. It
is simple to be generated, based onword frequencies, and presents
competitive results in many applications. The other two baselines
consider latent semantics and were briefly presented in Section 2.

Features of BOWrepresentations areword stems13, whichwere
present in more than one document and were obtained after ex-
cluding stopwords14 and numbers. In order to generate the repre-
sentation based on LDA, stopwordswere removed andwebuilt 100
LDA topic models of 300 topics (the same dimension of the pre-
trained embeddings) for each text collection. Then, we randomly
selected one of these models to represent the text collection. The
topic models were built using the LDA method available in the
Mallet tool [59].

The third comparison model, which we call Word2Vec15, is a
representation model based on Word2Vec word embeddings vec-
tors without the disambiguation step proposed on our Babel2Vec
representation model (Section 4). In this Word2Vec representa-
tion, each documentwas represented by the centroid of its word or
phrase vectors, using the sameWord2Vec pre-trained vectors that
were used to build the proposed representation models. With this
comparisonmodelwe can directly compare the impact of theword
sense disambiguation step of our Babel2Vec representation model.

We selected term frequency (TF) as term weighting scheme for
the construction of BOW and embedded representations
(NASARI+Babel2Vec, Babel2Vec andWord2Vec) based on the results

13 Stemming was performed using Porter Stemmer (http://tartarus.org/~martin/
PorterStemmer/) for English documents and RSLP Stemmer (http://www.inf.ufrgs.
br/~viviane/rslp/index.htm) for Portuguese documents.
14 The used stoplist is available at http://sites.labic.icmc.usp.br/rsinoara/doc-
embeddings.
15 This representation model was constructed based on the implementation
available at https://github.com/joao8tunes/BoV.

http://tartarus.org/~martin/PorterStemmer/
http://tartarus.org/~martin/PorterStemmer/
http://www.inf.ufrgs.br/~viviane/rslp/index.htm
http://www.inf.ufrgs.br/~viviane/rslp/index.htm
http://sites.labic.icmc.usp.br/rsinoara/doc-embeddings
http://sites.labic.icmc.usp.br/rsinoara/doc-embeddings
https://github.com/joao8tunes/BoV
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presented by Rossi et al. [58]. The authors compared TF against
term frequency-inverse document frequency (TF-IDF) [60] using
14 text collections and six classification algorithms. Their experi-
mental evaluation indicates that most of the algorithms had better
results when using TF. As TF presented better results in the tra-
ditional bag-of-words approach, we also assumed this weighting
scheme when building the embedded document vectors. Besides,
TF is the weighting scheme applied in Algorithm 1, as if a term
appears twice in the document, the vector of this term will be
added twice, and so on. Moreover, many topic extraction methods
to generate representation models and classification models con-
sider a generative assumption about the texts based on the raw
term frequencies [3].

In order to compare the results of the solutions (combination
of text representation and classification models), in this article we
considered the F1 as a classification performance measure.16 F1 is
the harmonic mean of precision and recall given by the following
equation:

F1 = 2 ∗
Precision ∗ Recall
Precision+ Recall

. (1)

Assuming that the label set of a text collection is in the set
C={c1, . . . , ck}, precision and recall are computed separately for
each class ci ∈ C as a multi-class evaluation problem [61,6].
Precision and recall of a class ci are respectively given by:

Precisionci =
TPci

TPci + FPci
, (2)

and

Recallci =
TPci

TPci + FNci
, (3)

where TPci (True Positive) is the number of test documents cor-
rectly assigned to class ci, FPci (False Positive) represents the num-
ber of test documents from class cj (cj ̸= ci) but assigned to class
ci, and FNci (False Negative) is the number of test documents from
class ci but incorrectly assigned to class cj (cj ̸= ci).

In a multi-class scenario, two strategies are used to summarize
the results of precision and recall computed for each class:micro-
averaging and macro-averaging [61,6]. The micro-averaging
strategy performs a sum of the terms of the evaluation measures.
Therefore, the precision and recall using themicro-averaging strat-
egy are:

PrecisionMicro
=

∑
ci∈C

TPci∑
ci∈C

(TPci + FPci )
, (4)

RecallMicro
=

∑
ci∈C

TPci∑
ci∈C

(TPci + FNci )
. (5)

The macro-averaging strategy performs an average over the
evaluations measures considering all classes. Therefore, the pre-
cision and recall using the macro-averaging strategy are:

PrecisionMacro
=

∑
ci∈C

Precisionci

|C|
, (6)

RecallMacro
=

∑
ci∈C

Recallci
|C|

. (7)

Micro-averaging scores are dominated by the number of TP
and consequently large classes dominate small classes in micro-
averaging scores. On the other hand, macro-averaging gives equal

16 The results obtained by other classification measures such as Accuracy, Er-
ror, Precision and Recall are reported at http://sites.labic.icmc.usp.br/rsinoara/doc-
embeddings/.

weight to each class, and consequently, the number of TP in small
classes are emphasized inmacro-averaging scores. Thus, these two
strategies are complementary to each other. We denote F1 com-
puted throughmicro-averaging of precision and recall byMicro-F1,
and through macro-averaging byMacro-F1.

The classification performance measures were obtained using
the 10-fold cross-validation procedure. All algorithms were sub-
jected to the same folds of the cross-validation procedure. The
classification performance valueswere submitted to Friedman test
and Nemenyi’s post hoc test with 95% of confidence level to assess
if there are statistically significant differences among the text
representations [62].

5.3. Results

The execution of the experimental configurations previously
described resulted in 104 classification performance results for
each tested document representation and dataset. Tables 6 e 7
present, respectively, the best values of Micro-F1 and Macro-F1
obtained by each algorithm among all tested parameters. Consid-
ering the best classification performances of each algorithm, the
proposed semantic representations presented better results in the
experiments with the English datasets than with the Portuguese
datasets. For the Portuguese text collection (BS-Top4), the best
classification performances obtained with BOW was higher than
the best performances of semantic representations for most of
the tested algorithms. We found few cases whose classification
performances of semantic representations were higher than the
accuracies of BOW. One of these few cases is NB classifier for BS-
topic-semantic dataset for which the use of NASARI+Babel2Vec rep-
resentation reached 0.6252 of Micro-F1, while the Micro-F1 using
BOWwas 0.5725.

For the English text collections, the semantic representations
outperformed BOW classification performance in the majority of
the tested configurations. The highest differences were presented
in the most semantically difficult datasets (SE-polarity and SE-
product-polarity). For these datasets,NASARI+Babel2Vec bestMicro-
F1 was higher than BOW best Micro-F1 in 7 out of 12 tested cases
and it was also higher than the best Babel2Vec Micro-F1 in 7 out
of 12 cases. The best Micro-F1 of Babel2Vec outperformed the
best accuracy of BOW representation in 8 out of 12 tested cases.
Considering Macro-F1 results, the best NASARI+Babel2Vec results
were higher than BOW best result in 8 out of 12 cases and the best
Babel2Vec results were higher than BOW best result in 7 out of 12
cases.

The median values of the 936 results of Micro-F1 and Macro-F1
for each text representation model are presented in the last line
of Tables 6 e 7, respectively. As most of the used datasets are not
balanced, Macro-F1 is an important measure in this experimental
evaluation since it is not dominated by large classes. The proposed
approaches obtained the highestMacro-F1 median values.

The distributions of the 104 results of Micro-F1 and Macro-
F1 for each dataset and representation model are presented in
Figs. 1 and 2, respectively. In each figure, the first two lines of
box plots correspond to the topic classification datasets (first level
of semantic difficulty). Except for Ohsumed-400, the topic clas-
sification datasets presented high classification performance. For
the datasets of the first line of box plots (BBC, SE-product and BS-
topic), the classification performance (bothMicro-F1 andMacro-F1)
obtained with the use of semantic representations is close to 1.0,
with the exception of a few outliers.

The third lines of box plots (Figs. 1f, 1g, 2f and 2g) correspond
to the English semantic classification datasets (second level of
semantic difficulty), whose Micro-F1 values are around 0.8 and
Macro-F1 values are around 0.5.We can note that themedian of the
proposed representations (dotted and dash-dotted reference lines)

http://sites.labic.icmc.usp.br/rsinoara/doc-embeddings/
http://sites.labic.icmc.usp.br/rsinoara/doc-embeddings/
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Table 6
BestMicro-F1 . Values greater than the baseline BOW are highlighted in bold and the
best accuracy of each line is underlined. The header line of each dataset corresponds
to the best results for the respective dataset. The last line presents themedianMicro-
F1 , considering the 936 results of each text representation.

NASARI+Babel2Vec Babel2Vec BOW LDA Word2Vec

CSTR 0.8263 0.7925 0.8429 0.8261 0.8160

IMBHNC 0.7559 0.6790 0.8028 0.7055 0.7424
IMBHNR 0.7592 0.7524 0.8428 0.7894 0.7757
J48 0.4976 0.5220 0.6885 0.6689 0.5182
IBk 0.7826 0.7525 0.8429 0.8261 0.7794
NB 0.7661 0.7457 0.7793 0.7324 0.7924
SMO 0.8263 0.7925 0.7493 0.7087 0.8160
Ohsumed-400 0.3796 0.3734 0.4249 0.4155 0.4015

IMBHNC 0.2091 0.2210 0.3065 0.2645 0.2622
IMBHNR 0.2964 0.2936 0.4249 0.4155 0.3152
J48 0.1011 0.0880 0.3132 0.2823 0.1012
IBk 0.3038 0.3064 0.3822 0.3647 0.3389
NB 0.2740 0.2754 0.3508 0.2474 0.2952
SMO 0.3796 0.3734 0.3536 0.3947 0.4015
BBC 0.9730 0.9762 0.9694 0.9713 0.9798

IMBHNC 0.9555 0.9622 0.9582 0.9474 0.9699
IMBHNR 0.9411 0.9573 0.9694 0.9713 0.9573
J48 0.8674 0.8589 0.8611 0.8234 0.8611
IBk 0.9587 0.9658 0.9555 0.9582 0.9685
NB 0.9344 0.9528 0.9294 0.9002 0.9524
SMO 0.9730 0.9762 0.9649 0.9676 0.9798
SE-product 0.9926 0.9939 0.9914 0.9828 0.9926

IMBHNC 0.9730 0.9926 0.9816 0.9619 0.9790
IMBHNR 0.9595 0.9705 0.9914 0.9754 0.9607
J48 0.9067 0.8933 0.9227 0.9080 0.8994
IBk 0.9840 0.9902 0.9852 0.9754 0.9852
NB 0.9619 0.9840 0.9276 0.8675 0.9509
SMO 0.9926 0.9939 0.9644 0.9828 0.9926
SE-polarity 0.8576 0.8465 0.8282 0.8037 0.8687

IMBHNC 0.7803 0.7963 0.8049 0.6956 0.7940
IMBHNR 0.8282 0.8355 0.8282 0.8037 0.8307
J48 0.6933 0.6882 0.7153 0.6871 0.6920
IBk 0.8172 0.8013 0.7729 0.7803 0.7964
NB 0.7409 0.7151 0.7031 0.5092 0.7410
SMO 0.8576 0.8465 0.8161 0.7975 0.8687
SE-product-polarity 0.8147 0.8306 0.7780 0.7742 0.8380

IMBHNC 0.7755 0.7977 0.7743 0.7337 0.7866
IMBHNR 0.6674 0.6773 0.7398 0.7460 0.6662
J48 0.6024 0.5999 0.7105 0.6258 0.5779
IBk 0.8012 0.7950 0.7582 0.7607 0.7619
NB 0.7522 0.7092 0.6895 0.4994 0.6320
SMO 0.8147 0.8306 0.7780 0.7742 0.8380
BS-topic 0.9964 1.0000 1.0000 1.0000 1.0000

IMBHNC 0.9717 0.9930 0.9893 0.9893 0.9750
IMBHNR 0.9752 0.9858 0.9964 0.9893 0.9893
J48 0.8086 0.8516 0.9682 0.9041 0.9506
IBk 0.9964 1.0000 0.9966 1.0000 1.0000
NB 0.9610 0.9647 0.9964 0.9858 0.9750
SMO 0.9964 1.0000 1.0000 0.9893 0.9964

BS-semantic 0.6538 0.6542 0.6895 0.6147 0.6296

IMBHNC 0.5622 0.5479 0.6466 0.5728 0.5484
IMBHNR 0.5830 0.6331 0.6895 0.6147 0.5867
J48 0.4950 0.4102 0.5905 0.4768 0.5267
IBk 0.6011 0.6148 0.6538 0.6079 0.6085
NB 0.5053 0.5232 0.5761 0.5126 0.4526
SMO 0.6538 0.6542 0.6366 0.5910 0.6296

BS-topic-semantic 0.6573 0.6611 0.6686 0.6047 0.6541

IMBHNC 0.5587 0.5869 0.6257 0.5905 0.6541
IMBHNR 0.4309 0.4839 0.5799 0.5550 0.4841
J48 0.3892 0.3528 0.5515 0.4591 0.4419
IBk 0.5868 0.6115 0.6575 0.6043 0.6085
NB 0.6252 0.5970 0.5725 0.4877 0.5722
SMO 0.6573 0.6611 0.6686 0.6047 0.6400

Median 0.7577 0.7388 0.6189 0.6541 0.7456

Table 7
BestMacro-F1 . Values greater than the baseline BOWare highlighted in bold and the
best accuracy of each line is underlined. The header line of each dataset corresponds
to the best results for the respective dataset. The last line presents the median
Macro-F1 , considering the 936 results of each text representation.

NASARI+Babel2Vec Babel2Vec BOW LDA Word2Vec

CSTR 0.8344 0.8066 0.8501 0.8327 0.8245

IMBHNC 0.7512 0.7085 0.8016 0.7310 0.7765
IMBHNR 0.7458 0.7392 0.8501 0.8034 0.7572
J48 0.4478 0.5079 0.6386 0.6655 0.4565
IBk 0.7999 0.7528 0.8435 0.8327 0.7929
NB 0.7425 0.7520 0.8110 0.7299 0.7906
SMO 0.8344 0.8066 0.7674 0.7045 0.8245
Ohsumed-400 0.3821 0.3771 0.4218 0.4102 0.4040

IMBHNC 0.2522 0.2547 0.3144 0.2640 0.2841
IMBHNR 0.3070 0.3037 0.4218 0.4102 0.3255
J48 0.1012 0.0882 0.3112 0.2791 0.1017
IBk 0.3076 0.3105 0.3893 0.3595 0.3415
NB 0.2794 0.2827 0.3507 0.2470 0.3018
SMO 0.3821 0.3771 0.3598 0.3955 0.4040
BBC 0.9729 0.9765 0.9699 0.9709 0.9801

IMBHNC 0.9562 0.9615 0.9578 0.9482 0.9704
IMBHNR 0.9403 0.9569 0.9699 0.9709 0.9570
J48 0.8653 0.8581 0.8616 0.8242 0.8605
IBk 0.9589 0.9664 0.9553 0.9579 0.9691
NB 0.9345 0.9522 0.9298 0.9008 0.9518
SMO 0.9729 0.9765 0.9648 0.9677 0.9801
SE-product 0.9530 0.9557 0.9431 0.9388 0.9506

IMBHNC 0.8734 0.9557 0.9431 0.9274 0.9186
IMBHNR 0.7309 0.7651 0.9385 0.9251 0.7329
J48 0.7472 0.7293 0.8103 0.8753 0.7705
IBk 0.9387 0.9451 0.9398 0.9388 0.9345
NB 0.8848 0.9329 0.8551 0.7154 0.8739
SMO 0.9530 0.9547 0.8837 0.9353 0.9506
SE-polarity 0.5972 0.5943 0.5588 0.5393 0.5922

IMBHNC 0.5391 0.5943 0.5588 0.4975 0.5904
IMBHNR 0.5452 0.5509 0.5576 0.5245 0.5449
J48 0.4786 0.4560 0.4741 0.4440 0.4731
IBk 0.5371 0.5251 0.5280 0.5393 0.5403
NB 0.5953 0.5543 0.4687 0.4804 0.5451
SMO 0.5972 0.5778 0.5583 0.5195 0.5922
SE-product-polarity 0.4970 0.4950 0.4436 0.4216 0.5112

IMBHNC 0.4722 0.4950 0.4436 0.4216 0.4779
IMBHNR 0.2403 0.2454 0.3286 0.3993 0.2369
J48 0.3011 0.3355 0.3589 0.3553 0.3016
IBk 0.4384 0.4360 0.4115 0.4199 0.4373
NB 0.4389 0.4347 0.3850 0.3078 0.3909
SMO 0.4970 0.4784 0.4253 0.4186 0.5112
BS-topic 0.9968 1.0000 1.0000 1.0000 1.0000

IMBHNC 0.9737 0.9906 0.9863 0.9890 0.9776
IMBHNR 0.9738 0.9829 0.9944 0.9885 0.9887
J48 0.8083 0.8502 0.9647 0.9010 0.9509
IBk 0.9968 1.0000 0.9948 1.0000 1.0000
NB 0.9654 0.9660 0.9961 0.9872 0.9766
SMO 0.9968 1.0000 1.0000 0.9893 0.9961

BS-semantic 0.6581 0.6647 0.6959 0.6187 0.6535

IMBHNC 0.5809 0.5666 0.6675 0.5914 0.5554
IMBHNR 0.5701 0.6364 0.6959 0.6128 0.5956
J48 0.4915 0.3995 0.5671 0.4894 0.5095
IBk 0.6168 0.6163 0.6607 0.6187 0.6099
NB 0.5078 0.5106 0.5669 0.5112 0.4441
SMO 0.6581 0.6647 0.6614 0.6037 0.6535

BS-topic-semantic 0.4846 0.5012 0.5175 0.4796 0.4878

IMBHNC 0.4182 0.4549 0.4763 0.4796 0.4834
IMBHNR 0.2416 0.2367 0.3611 0.3385 0.2450
J48 0.2656 0.2518 0.3922 0.3348 0.3212
IBk 0.4276 0.4520 0.4944 0.4622 0.4424
NB 0.4498 0.4480 0.4402 0.3485 0.4238
SMO 0.4846 0.5012 0.5175 0.4258 0.4878

Median 0.5278 0.5147 0.4279 0.4759 0.5065
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Table 8
Interquartile range of Micro-F1 . The lowest value for each dataset is highlighted in
bold.

NASARI+Babel2Vec Babel2Vec BOW LDA Word2Vec

CSTR 0.0947 0.0946 0.3749 0.1238 0.0895
Ohsumed-400 0.0793 0.0689 0.2536 0.0853 0.0752
BBC 0.0163 0.0173 0.6184 0.0391 0.0151
SE-product 0.0224 0.0187 0.4375 0.3368 0.0248
SE-polarity 0.0530 0.0457 0.0996 0.0792 0.0444
SE-product-polarity 0.0690 0.0651 0.3934 0.2420 0.0627
BS-topic 0.0318 0.0222 0.0603 0.0142 0.0143
BS-semantic 0.1008 0.1390 0.1558 0.1155 0.1314
BS-topic-semantic 0.1411 0.1331 0.1249 0.1044 0.1445

are higher than the median of the other tested representations in
these semantic classification datasets. Besides, in the case of the
datasets of Fig. 1a to 1g, the interquartile range of BOW Micro-
F1 results is higher than the interquartile range of the semantic
representations. The same occurs toMacro-F1 (Fig. 2a to 2g).

In the case of the datasets that correspond to semantic classi-
fication (second level of semantic difficulty) of Portuguese docu-
ments, both Micro-F1 and Macro-F1 in these cases are below 0.7
(Figs. 1h, 1i, 2h and2i). For these cases, the semantic representation
results are as spread as the BOW results.

5.4. Analysis

According to the experimental evaluation for Portuguese
datasets, the results obtained by enhanced representation models
are not higher than the results of BOW. A possible explanation
may be the coverage of the linguistic resources for the Portuguese
language. Nevertheless, even BOW obtains low classification per-
formances when semantic information is required to discover
the class of documents. This fact shows that there is space for
improvement on these cases and the strong results obtained for
English datasets indicate that document embeddings may be a
direction for further works in non-English texts. The experimental
evaluation for the Portuguese text collection was performed as a
proof of concept and must be further investigated.

As far as the English datasets are concerned, we found that the
highest differences in classification performance between BOW
and embedded representations were obtained in the more com-
plex datasets, whose classification depends on semantic informa-
tion (SE-polarity and SE-product-polarity). Looking to the highest
Micro-F1 values (Table 6), Word2Vec model obtained the best
results, but the proposed models obtained the highest median
values for these scenarios (Figs. 1f and 1g). When considering the
highestMacro-F1 values (Table 7) for the English semantic datasets,
Word2Vec model obtained the best result for SE-product-polarity,
whereasNASARI+Babel2Vec obtained the best result for SE-polarity.
Besides, NASARI+Babel2Vec and Babel2Vec also obtain the highest
Macro-F1 median values for these scenarios (Figs. 2f and 2g).

Tables 8 and 9 present the interquartile range value ofMicro-F1
and Macro-F1 for each dataset and representation model.
Word2Vec presented the lowest interquartile range of Micro-F1
in four out of nine datasets. However, when considering Macro-F1
results, Babel2Vec presented the lowest interquartile range in four
datasets, including the English semantic datasets (SE-polarity and
SE-product-polarity).

We submitted all the 936 experimental evaluation results to
Friedman test and Nemenyi’s post hoc test. The test rejected the
null hypothesis (the hypothesis that there is no difference between
the means) with significance level α = 0.05 and p-value < 2.2 ×
10−16. Analyzing Micro-F1 results, Word2Vec is the first-ranked
representation, but with no statistically significant difference to
Babel2Vec; whereas in the analysis of Macro-F1 results, which

Table 9
Interquartile range of Macro-F1 . The lowest value for each dataset is highlighted in
bold.

NASARI+Babel2Vec Babel2Vec BOW LDA Word2Vec

CSTR 0.1887 0.1571 0.6545 0.2038 0.1340
Ohsumed-400 0.0734 0.0707 0.2574 0.0789 0.0785
BBC 0.0166 0.0168 0.5030 0.0389 0.0147
SE-product 0.1797 0.1753 0.6898 0.4387 0.1919
SE-polarity 0.0366 0.0342 0.1755 0.0724 0.0492
SE-product-polarity 0.0529 0.0403 0.2664 0.1873 0.0615
BS-topic 0.0311 0.0238 0.0573 0.0228 0.0134
BS-semantic 0.1060 0.2098 0.1888 0.1614 0.1906
BS-topic-semantic 0.1778 0.2016 0.1545 0.1659 0.1999

are not dominated by large classes, Babel2Vec is the first-ranked
representation, but with no statistically significant difference to
Word2Vec. For both Micro-F1 and Macro-F1, NASARI+Babel2Vec is
the third-ranked representation and the first three representations
present statistically significant differences to the lowest ranked
representations, BOW and LDA.

The better results of document embeddings over BOW and
LDA indicates that these representations succeed in incorporating
knowledge from the huge corpora that the embedded vectorswere
built from. Patterns discovered from these corpora contribute to
the representation of the text collections, whereas BOW and LDA
are built based only on the content of the documents themselves.

Other important points to consider are the structure and inter-
pretability of the models. The semantic representations compared
in this experimental evaluation have a fixed dimensionality. In our
experiments, the semantic representations have 300 dimensions
and BOW varies from 1312 to 13511 dimensions. The low dimen-
sionality of the semantic representations can speed up the learning
phase and the classification phase of the classificationmodels. One
disadvantage of the embedded representations is the interpretabil-
ity of the features. While features of BOW are words and features
of LDA are topics, we do not have an explicit interpretation for the
embedded features. Regarding this aspect, NASARI+Babel2Vec has
an advantage over the other two tested embedded representations,
since in this approach the documents are represented in the same
space of word senses (as presented in Section 4.2).

To further analyze the document representation models, we
compare them on the document similarity dataset of Lee [63].
Table 10 presents correlation values between human judgments
of similarity and the cosine similarities considering different rep-
resentation models. As baselines we additionally included a rep-
resentation based on pre-trained fastText vectors17 [64] and other
two knowledge-enhanced document representations such as ADW
[65] and ESA18 [67]. ADW computes the similarity between doc-
uments relying on random walks over the WordNet graph, while
ESA exploits co-occurrences betweenWikipedia concepts for com-
puting similarity. The inter-rater correlation is the measure pro-
duced by Lee [63] and corresponds to the Pearson correlation
between a randomly selected human rating and the average of the
remaining human judgments for each document pair.

LDA using a 300-topic configuration was shown not suitable
to Lee’s dataset due to the small size of the text collection. This
fact can be verified by the low correlation values for LDA repre-
sentation model in Table 10. The other models presented better
correlation to human judgments. The highest correlation obtained
by Lee [63] was 0.6 (Pearson correlation), which was produced by
the LSAmodel using an extended corpus. The bestmodels assessed
by Lee using the same 50-document corpus, which was used in

17 We used the ‘‘crawl-300d-2M.vec’’ pre-trained fastText vectors, available at
https://fasttext.cc/docs/en/english-vectors.html.
18 ESA results were taken from [66].

https://fasttext.cc/docs/en/english-vectors.html


R.A. Sinoara et al. / Knowledge-Based Systems 163 (2019) 955–971 967

Fig. 1. Box plots ofMicro-F1 of each dataset. The plot of the representations are presented in the following order: (1) NASARI+Babel2Vec; (2) Babel2Vec; (3) BOW; (4) LDA; (5)
Word2Vec. The dotted reference line indicates themedian value ofNASARI+Babel2Vec representation. The dash-dotted reference line indicates themedian value of Babel2Vec
representation.

our evaluation, achieved correlations close to 0.5. Our Babel2Vec
representation achieved the highest correlations, in line with the
human inter-rater correlation.

Fig. 3 shows the relationship between human values and the
cosine similarity for the most correlated representation models
evaluated in this work. We can note that BOW representation
model fails to represent the similarities, especially for pairs with
human scores between 2 and 4. This happens since concepts about
the same subject may be expressed with different words in differ-
ent documents. Therefore, the similarities tend to be low in this
case.

The other representation models attain higher Spearman cor-
relation values. In general, they favor high similarity values, and
fail to assess the low similarity of the pairs with low human
similarity ratings. The representation model that presents the best
correlations to human ratings is our proposed Babel2Vec model,
which is consistent with the text classification results. In this
case, the identification of relevant instances from BabelNet within
the document proved crucial for developing a clean embedding
representation. The NASARI+Babel2Vec model achieved a similar
score according to Spearman correlation, clearly outperforming all
remaining knowledge-based and corpus-based systems.
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Fig. 2. Box plots ofMacro-F1 of each dataset. The plot of the representations are presented in the following order: (1)NASARI+Babel2Vec; (2) Babel2Vec; (3) BOW; (4) LDA; (5)
Word2Vec. The dotted reference line indicates themedian value ofNASARI+Babel2Vec representation. The dash-dotted reference line indicates themedian value of Babel2Vec
representation.

6. Conclusion

In this paper, we proposed two approaches to the semantic
representation of document collections,NASARI+Babel2Vec and Ba-
bel2Vec, based on word sense disambiguation and embeddings of
words and word senses. The representations can be easily built
from pre-trained word and word sense embedding vectors. These
document representations have the advantage of being projected
in the same space of the embeddings and do not require a huge
amount of documents to train the models. The proposed repre-
sentations, as well as representations based on BOW, LDA and

Word2Vec without disambiguation, were evaluated in the text
classification task. We applied six different machine learning algo-
rithms in nine datasets derived from five text collections, varying
the semantic difficulty level of the classification objective and the
language. A Portuguese text collection was included as a proof of
concept of the multilinguality potential of our approaches.

The analysis of the document vectors indicated that both rep-
resentations present vectors close to related words and/or word
senses. The advantage of NASARI+Babel2Vec over Babel2Vec is that
their neighboring word senses prove more meaningful and inter-
pretable. The enhanced interpretability is an important property
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Fig. 3. Relationships between human judgments and cosine similarity on Lee’s dataset for each document representation model.

Table 10
Correlations between human judgments and cosine similarity on Lee’s dataset
applying each document representation model.

Correlation

Representation model Pearson Spearman

NASARI+Babel2Vec 0.53 0.54
Babel2Vec 0.66 0.55
BOW 0.56 0.29
LDA −0.04 −0.03
ESA [67] 0.64 0.44
ADW [65] 0.36 0.28
Word2Vec 0.56 0.47
fastText 0.06 0.31
Inter-rater correlation [63] 0.61 –

of NASARI+Babel2Vec representation. Although it is an embedded
representation, thanks to the disambiguation step and the use of
NASARI word sense vectors, it is possible to obtain interpretable
information about the document using the near word senses as a
proxy.

The results of the experimental evaluation in text classification
indicate that the proposed approaches present strong classification
performances, especially in more complex scenarios of English
text collections. Although the comparison model Word2Vec pre-
sented highest performances in certain settings, Babel2Vec was the
second-ranked representation model forMicro-F1 and first-ranked
model forMacro-F1. Besides, both proposed approaches presented
the highest Macro-F1 median values, with the added benefits of
their interpretability and potential multilinguality. Additionally, a
document similarity analysis on dataset of Lee [63] shown that Ba-
bel2Vec achieved the highest correlations, outperforming different

document representationmodels and in linewith the human inter-
rater correlation.

As future work, we intend to further analyze the multilingual
aspect of our proposed representations, as well as the impact of
word and word sense embeddings in text mining tasks. A first step
would be the exploration of multi-view learning. Previous work
indicates that semantically enhanced representations can improve
solutions based on bag-of-words when applying ensemble multi-
view strategies [20]. Thus, we see the combination of bag-of-words
and embedded representations as a promising approach, especially
for non-English text collections. In this context, an interesting
machine learning paradigm to be explored is the Learning Us-
ing Privileged Information (LUPI) [68]. The privileged information
can be seen as a second view of the data. It provides additional
information about the instances, which is potentially useful to
complement and refine the knowledge extracted from the original
datasets. The privileged information is not explicitly available in
the data, requiring additional processing to obtain it. Since the
LUPI paradigm assumes that the privileged information may be
available for only a fraction of the instances, the use of document
embeddings as privileged informationmay allow the application of
the NASARI2DocVec approach, which presented interesting prop-
erties (as presented in Section 4.2) but lacked coverage in certain
cases.
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