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About me

Professor at Cardiff University (Wales, UK)

Research interests: Mainly NLP, and in particular semantics, 
resources, multilinguality, computational social science

Co-author of “Embeddings in NLP”

Co-founder of the Cardiff NLP group
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Cardiff NLP

Research group at Cardiff University working on all aspects of NLP

➢ Young group (4 years old), growing fast (25+ lab members)

➢ Website/Twitter: cardiffnlp.github.io 🌐 @Cardiff_NLP 

➢ Activities: seminars, workshops, hackathons, MSc NLP

➢ Interested in multi-disciplinary collaborations

➢ Open-source contributions �� 

https://cardiffnlp.github.io/
https://twitter.com/cardiff_nlp
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Today’s talk

➢ Multilingual Language Models and Applications
○ Examples

○ Opportunities (especially in computational social science)

➢ Challenges/Issues
○ Size

○ Language coverage

○ Cultural awareness
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Language models: BERT, LLaMA, etc.

Source: Stanford AI
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Language models: BERT, LLaMA, etc.

LLaMA   GPT

+ Post-training

Source: Stanford AI
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Multilingual Language Models

If text corpus in many languages -> Multilingual language model

mBERT, XLM-R and more 
recently LLMs such as GPT-4, 
Mistral, Qwen, etc.

+ Post-training
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So, what are Multilingual Language Models?

Language models that can interpret (and generate) text in different 

languages. 

Source image: Vermont Public
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Most LLMs nowadays are (sort of) multilingual

GPT-4 understands most major languages (50+).

Mistral is “natively fluent in English, French, Spanish, German, and Italian”.

LLaMA 3.1 “supports Spanish, Portuguese, Italian, German, Thai, French and Hindi”.

Claude supports a “wide array of languages, including but not limited to English, 

French, German, Portuguese, Spanish, Japanese, Italian, Mandarin, Russian, Arabic, 

Hindi, and Korean”.

Qwen has a “multilingual support for over 29 languages”.
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How/why do multilingual language models work?
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How/why do multilingual language models work?

Magic!

Let’s get back a few years to the word embedding era…
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Cross-lingual word embeddings

Cross-lingual word embeddings are vector spaces that include words in different 
languages - see Ruder et al. (JAIR 2019) if interested in knowing more.

🤯 They can be learned from monolingual data only! (Artetxe et al. ACL 2018, 

Conneau et al. ICLR 2018; inter alia)

Source image: Anastasopoulos
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My motivation

Since these works, multilinguality and this research area has fascinated me. 

How is it even possible to learn a multilingual embedding space without any 

parallel data?  🤯
At the same time, I was interested in social media… which can be viewed as 
a multilingual corpus on its own!

Source image: Anastasopoulos
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Social media as a multilingual corpus

A very peculiar multilingual corpus: irregular vocabulary, informal language, 

code-switching, limited context…. And emoji!

Turns out that we can even learn cross-lingual word embeddings using just 

emoji as anchors across languages! 😂 (Camacho-Collados and Doval et al. 

ICWSM 2020)

Source image: Anastasopoulos
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Social media as a multilingual corpus

A very peculiar multilingual corpus: irregular vocabulary, informal language, 

code-switching, limited context…. And emoji!

Turns out that we can even learn cross-lingual word embeddings using just 

emoji as anchors across languages! 😂 (Camacho-Collados and Doval et al. 

ICWSM 2020)

And… we can also learn multilingual LMs!

Source image: Anastasopoulos
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XLM-T: A Multilingual Language Model Specialised on 
Social Media 

(Barbieri, Espinosa-Anke and Camacho-Collados, LREC 2022)

We developed and trained a multilingual language model on Twitter.

Motivation: 

There were no multilingual LMs specialised on social media - now there 

are others (e.g. Bernice; DeLucia et al. EMNLP 2022).
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XLM-T: How it was trained

RoBERTA/XLM-R architecture (Conneau et al. 2020)

Use the XLM-R checkpoint (general-domain multilingual LM) as the initial reference 

Then, continue training on millions of tweets from multiple languages

Source image: Grok
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XLM-T: Training data

Distribution across languages (log-scale)
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Some applications of XLM-T on social media

➢ Sentiment analysis

➢ Topic classification

➢ Hate speech detection

➢ Emoji prediction

….
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Some applications of XLM-T on social media

➢ Sentiment analysis

➢ Topic classification

➢ Hate speech detection

➢ Emoji prediction

….
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Sentiment analysis

A very popular task.

No unified benchmark on social media.

We collected and put together a unified 

benchmark for sentiment analysis.

Then, we fine-tuned XLM-T on it!
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🤗 XLM-T-Sentiment

XLM-T fine-tuned on sentiment analysis datasets from different languages. 
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Multilingual sentiment analysis models are still very 
popular
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Case study: Sentiment and virality
(Antypas, Preece and Camacho-Collados, OSNEM 2023)

Collected a corpus of Twitter messages from MPs in Greece, Spain and UK 
(~1M tweets). Then, we used XLM-T-Sentiment on all tweets!

Analysed the relation between sentiment (as provided by our 
Twitter-based models) and virality (measured by number of retweets and 
other metrics).
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Case study: Sentiment and virality
(Antypas, Preece and Camacho-Collados, OSNEM 2023)

Collected a corpus of Twitter messages from MPs in Greece, Spain and UK 
(~1M tweets). Then, we used XLM-T-Sentiment on all tweets!

Analysed the relation between sentiment (as provided by our 
Twitter-based models) and virality (measured by number of retweets and 
other metrics).

➡ Conclusion: Tweets negatively charged   More popular ⬆ 
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Sentiment of MPs’ tweets
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Sentiment over time

 Tweets by MPs are becoming more negative over time (UK)
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Multilingual Tweet Topic Classification 
(Antypas et al. EMNLP 2024)

Task: Associate each post with a topic

19 topics (Sports, Gaming, Music, Relationships, etc.)

Multilingual topic classification dataset annotated in English, Spanish, Japanese, 
Greek
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Multilingual Tweet Topic Classification 
(Antypas et al. EMNLP 2024)

Task: Associate each post with a topic

19 topics (Sports, Gaming, Music, Relationships, etc.)

Multilingual topic classification dataset annotated in English, Spanish, Japanese, 
Greek

XLM-T fine-tuned on X-Topic  Multilingual topic classification models 
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Multilingual Tweet Topic Classification 

English

Spanish

Japanese

Greek

XLM-T 
fine-tuned on 
X-Topic
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TweetNLP (Camacho-Collados et al., EMNLP Demo 2022)
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TweetNLP - the team
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TweetNLP

Integration of all these resources, including multilingual LMs (needs to be 
extended to more languages)

A platform for NLP specialised on social media

Integration of all resources with relatively small models

NLP applications from sentiment analysis to hate speech detection and NER

Demo, models and Python API
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Ok, so multilingual LMs can enable multiple 
applications, support many languages…

Anything else?
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Multilingual LMs are less socially biased than 
monolingual LMs!

(Zhou et al. EMNLP 2023)
Since they have been trained in texts from multiple languages and sources, 
multilingual LMs tend to be less biased than their monolingual counterparts.

Conclusions in line with 
previous work (Liang et al. 
2020; Ahn and Oh 2021)

Results averaged 
across models in 
CP and SS social 
bias datasets
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Ok, so multilingual LMs are great….

Any issues?
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Issue 1: Multilingual LMs are generally big

Multilingual LMs need to be large enough to absorb information in different 
languages: more content to process, different scripts…

The embedding matrix is usually the largest component of multilingual LMs.
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Vocabulary trimming: A “trick” to reduce size of 
multilingual LMs in language-specific tasks  

(Ushio et al. EMNLP Findings 2023)

Multilingual LMs can be used or fine-tuned on specific languages (e.g. Korean, 
Japanese, etc.).

However, multilingual LMs are larger than language-specific LMs.

When we finetune a multilingual LM on a single language, we only need the 
vocabulary of that language….right?

💡 Idea: Keep only tokens used in your target language!
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Issue 2: Language coverage

Data is mostly available in English and high-resource languages.

Current LMs are incredibly data-hungry, so this leads to obvious 
performance variation across languages. 

Also, some languages are then more “multilingual” than others!

Solution? No obvious solution other than creating data for low-resource 

languages and develop models less dependant on data (hard)
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Common Crawl language distribution

Main source of pre-training 

data for (multilingual) LMs.

English: 43.4%

Top 10 languages: >82%

Rest of ~7,000 languages in 
the world: <15%
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Issue 3: Cultural sensitivity and awareness

Are multilingual LMs sensitive to different cultures and contexts?

For instance, common traditions are different across countries.

While there are many “objective” usages of LMs, in many cases LLMs need 
to adapt to the context of the user (e.g. their region/country, and others).
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Issue 3: Cultural sensitivity and awareness

Are multilingual LMs sensitive to different cultures and contexts?

For instance, common traditions are different across countries.

While there are many “objective” usages of LMs, in many cases LLMs need 
to adapt to the context of the user (e.g. their region/country, and others).

📝 Note: this is not an issue of multilingual LMs exclusively
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Cross-cultural differences in English hate speech
(Lee, Jung and Myung et al. NAACL 2024)

Hate speech 
dataset annotated 
by people from 5 
different countries
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Results of LLMs prompted to detect “hate speech”

Significant 

differences between 

Western countries 

and Singapore
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OK, this was for English, what about for other 
languages?

The problem is even more marked when it comes to different languages (and 

especially low-resource languages!)

However, hard to evaluate - how to get relevant data for many languages and 

countries?

Let’s create a multilingual and multicultural benchmark!
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BLEnD: A Benchmark for LLMs on Everyday 
Knowledge in Diverse Cultures and Languages 

(Myung, Lee and Zhou et al. NeurIPs D&B 2024)
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BLEND: Key Characteristics

Most cultural datasets rely heavily on social media or Wikipedia, which 
often overlook the mundane everyday lifestyles of underrepresented 
cultures.

In BLEND, we manually collect questions about everyday life from 
people from 16 countries and regions, in 13 different languages
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Construction of BLEND

Manual collection of question and answers from 

native annotators in each country/region

Filtering and aggregation steps are done to 

remove any duplicates and to ensure high quality

500 QA pairs are used to expand the benchmark 

into two tasks: Short Answer Questions (SAQ), 
and Multiple Choice Questions (MCQ)
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BLEnD: Statistics
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Example in BLEnD:
“What street food do 
people like to eat?”

Answers for this simple question 

vary a lot across countries! 
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LLMs’ Performance in Local Languages

Models show a significant drop in performance for underrepresented cultures, with a 

maximum performance difference of 57.3 percentage points between the US and Ethiopia
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LLMs’ Performance in Local Languages vs English

Average Score for All Models;
Models prompted on English vs 
Local language - same questions
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LLMs’ Performance in Local Languages vs English
For high-resource languages like Spanish and Chinese, models showed better performance 
when prompted with their local languages

Average Score for All Models;
Models prompted on English vs 
Local language - same questions
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LLMs’ Performance in Local Languages vs English
For high-resource languages like Spanish and Chinese, models showed better performance 
when prompted with their local languages

For low-resource languages like Azerbaijani, Sundanese, and Amharic, models generally showed 

better performance when prompted in English

Average Score for All Models;
Models prompted on English vs 
Local language - same questions
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LLMs’ Performance in Local Languages vs English
For high-resource languages like Spanish and Chinese, models showed better performance 
when prompted with their local languages

For low-resource languages like Azerbaijani, Sundanese, and Amharic, models generally showed 

better performance when prompted in English

💡 Research idea! 

Analyse whether to prompt in one 
language or another for different tasks  
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Key Findings from Human Evaluation

Most stereotypical responses came from questions related to food or festivals.

LLMs often mentioned the most famous food item (e.g. Kimchi in Korea) or festival in 

response to completely unrelated questions.

Hallucinations were common for questions asking for a name or a title of an entity:

➢ For instance, the model answered 'Ruslan Cfrov' as the most famous basketball player 

in Azerbaijan, even though no such player exists

➢ Models occasionally answered questions in a different language, particularly for 

low-resource languages like Azerbaijani
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Conclusion

Multilingual LMs are incredible and magical creatures.

But many questions remain, from the theoretical and practitioner perspectives?

- How to balance language abilities and cultural awareness?

- Do we need multilingual or monolingual LMs for low-resource languages?

- Should we prompt in our native language or a high-resource one?

- How truly multilingual are multilingual LMs?

Interesting times for research in this area!
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Thank you!

Most resources available in the 

Cardiff NLP Hugging Face page: 

https://huggingface.co/cardiffnlp 🤗 

 @CamachoCollados

https://huggingface.co/cardiffnlp

